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Abstract— Robotic painting is well-established in controlled
factory environments, but there is now potential for mobile
robots to do functional painting tasks around the everyday
world. An obvious first target for such robots is painting a
uniform single color. A step further is the painting of textured
images. Texture involves a varying appearance, and requires
that paint is delivered accurately onto the physical surface
to produce the desired effect. Robotic painting of texture is
relevant for architecture and in themed environments.

A key challenge for robotic painting of texture is to take a
desired image as input, and to generate the paint commands to
as closely as possible create the desired appearance, according
to the robotic capabilities. This paper describes a deep learning
approach to take an input ink map of a desired texture, and
infer robotic paint commands to produce that texture.

We analyze the trade-offs between quality of reconstructed
appearance and ease of execution. Our method is general
for different kinds of robotic paint delivery systems, but
the emphasis here is on spray painting. More generally, the
framework can be viewed as an approach for solving a specific
class of inverse imaging problems.

I. INTRODUCTION

The motivation for this work is robotic painting and
specifically (a) painting of large-scale environments with a
mobile robot, (b) painting of texture, not a single uniform
color. Example uses would be in architecture to provide a
painted textured finish on surfaces, or in themed environ-
ments that use painting to give man-made materials a natural
appearance. Furthermore, the full goal is to paint on 3D
objects, but this work focuses on 2D surfaces.

A prior assumption is the availability of a mobile robotic
painting system, and the recent development of systems such
as a spray painting quadrotor [1] is inspirational. However,
the capabilities of such a system are limited to delivering
paint on a surface at an accurate location. This still leaves
the significant challenge of how to define the trajectory and
corresponding painting commands of the robot, to produce
a desired texture.

One approach would be telerobotics - a painter works via
a VR/AR interface, in which the target surface is visible, to
remotely control a mobile painting robot. An alternative is
to create an algorithm which takes an image/graphic of a
desired texture, plus a specification of the capabilities of the
robotic painting system, and automatically generates a robot
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(a) Target ink thickness map (b) Output MSE=0.66 SSIM=0.63

(c) Target ink thickness map (d) Output MSE=0.67 SSIM=0.48

Fig. 1. Test results of the setup presented in Section V-C for two rock
textures. On the left are images that show target intensity / paint thickness,
on the right are the reconstructed images realized with feasible spray
patterns. The proposed approach allows for a trade-off between the painting
quality and efficiency measures like the needed execution time.

trajectory and painting commands to produce that desired
texture as accurately as possible.

This paper is concerned with the algorithmic approach,
and the approach is based on deep learning. The need for
a large corpus of training data of human painter activity
is circumvented by basing the approach on an autoencoder,
requiring only a training set of images of the desired texture.
The autoencoder’s decoder learns to reconstruct a desired
texture while being constrained by the painting capabilities
of the robotic system. The painting commands can then be
inferred for an input texture ink map by a pass through the
encoder. Desired properties of the robot’s traversal path are
also favored during the training. In this paper, we assume that
the robot will utilise a grid-like trajectory, and we determine
painting commands that both reproduce the input ink map
and are efficient to execute. Illustrative results are shown for
rock-type texture in Fig. 1.

The focus of the paper is specifically spray painting. A
typical spray nozzle produces a spray cone, resulting in
a circular or elliptical spray pattern on the surface. The
distribution of deposited paint within the spray pattern is
Gaussian [2], [3]. The proposed method however applies to
any painting mechanism that can be approximated through a
convolution, including a brush, dabbing, rolling, or stippling.

The algorithm operates on single-intensity images. How-
ever, it extends to color images by decomposing into single
color layers [4] and applying the algorithm per layer.



II. RELATED WORK

Industrial robotic painting is historically among the first
successful applications of robotics. Aesthetic robotic painting
has appeared more recently. In both areas, the focus has been
on smaller-scale surfaces and fixed robot arms, in contrast
to the work here on painting large-scale environments with
a mobile robot.

Paint application methods include stippling [5] in which
the authors define a model for ink dots and provide a
heuristic for approximating an image with these dots. Paint
brushing is investigated in [6], using a regular brush and
constant feedback from a camera, and using simulation-based
predictions to add the best stroke at every time step. Other
approaches present algorithms for watercolour [7] or graffiti
stroke placement [8], with a visual control refinement stage
in [9]. We focus in contrast on spray painting, particularly
on machine-learned painting.

Computer-aided human spray painting includes [4], a
painter assistant that automatically blocks the spray when
inappropriate painting is going to take place for a target
appearance, based on a live simulation and the target texture.
In [10], the user is guided by a simulator to areas that
still need painting, using a particle replacement policy for
the simulation. A virtual environment for graffiti painting is
described in [11], driven by a dummy nozzle held by a user.

Robotic spray painting of images or texture rather than
uniform color paint is a recent development. An automated
approach is presented in [3] - a robotic arm moves a spray
can in front of a mural. The algorithm relies on a feedback
mechanism where the current painting is fed back to the
system after every spray to compute the next position. The
approach is limited in scalability due to its slow speed as
feedback and optimization steps are carried out after every
applied spray pattern.

Spray models are essential when working with spray
painting, to simulate the process and outcome of specific
operations [10], [2], [3], [4]. An airbrush simulation is
described in [12], [2]. The spray model in [12] is calibrated
experimentally, taking into account factors such as air to
paint ratio, viscosity, and distance of the airbrush from the
work. A particle simulation model for spraying is presented
in [13]. In [14], the authors experimentally create a database
to learn the spray model for a nozzle, to create a virtual
environment where ship painters can be trained. For such
industrial applications, it is the paint thickness that is of
most importance. A statistical analysis is carried out in [15]
to learn the effects of key parameters - shaping air and paint
flow - on the dry film thickness.

Learning applied to painting. Learning to compute a
complete paint mission is a more scalable approach than
methods that need iterative visual feedback to drive sim-
ulation and optimization steps after each spray step. For
instance, in the area of style transfer, Johnson et al. propose
a feed-forward strategy that replaces constant optimization
to reach real-time speed [16]. However, as spray paint
simulations are not readily differentiable, they cannot be

easily integrated into a generic machine learning setup. A
generative model, confined to using four strings to move a
drawing pen in two dimensions, is presented in [17]. The
authors add noise to the motor commands to generate more
training data, until the distribution covers the MNIST dataset.
DeepMind address the non-differentiability issue with a
solution relying on reinforcement learning [18]. It treats the
paint simulator as a black box, building on earlier work [19]
that they scale up to real-world datasets. A discriminator
assesses the realism of the simulated painting, and serves
as the reward system. Their results demonstrate the drawing
of small binary-colored digits or symbols with a controlled
pen. However, generalizing to images is of rather low visual
quality, and the training is expensive. It is in the order of 200
million frames, and must be repeated for every new paint
delivery system. In contrast, our method has more tractable
training times.

Paint mixing can be simulated using the long-established
Kubelka-Munk (K-M) theory [20], [21], [22], [13], [23]. The
task of painting colored textures reduces to painting a set of
single-ink layers of texture.

III. LEARNING TO PAINT

A. Problem Setup

Our main objective is to enable painting large outdoor
surfaces, with any target texture, no human intervention or
feedback mechanisms, such that the automated painting is
fast and scalable. The algorithm is suitable for use with
a mobile robotic spray painting system equipped with a
controllable spray nozzle [1], as spray painting is the most
scalable approach to large, potentially 3D, structures.

Given a target digital RGB image to be painted and a set of
inks made available to the painting system, an external paint-
mixing simulator transforms the RGB colors into a sequence
of ink thickness layers [13], [23]. We thus assume the input
to our system is a sequence of layers of ink thickness to
be achieved by the mobile robotic painting system. A given
layer is a matrix of same size as the image, and contains the
desired ink thicknesses in space for a specific ink.

The desired output of our system is a sequence of loca-
tions, per ink layer, of where the robot needs to be located
and the corresponding pattern to be sprayed at every location.
A pattern is the shape of the spray model but also its
thickness. The former is determined by the nozzle orientation
relative to the surface, the latter by the spray duration,
pressure and robot speed. We assume the ink deposition
follows a Gaussian distribution [2], [3], [24].

B. Painting as a Machine Learning Problem

Learning to paint presents multiple scalability advantages
relative to optimization with simulators and constant feed-
back mechanisms. Recent research efforts have been directed
at using neural networks to replace optimizations in certain
applications [16], [25], or more general cases [26]. However,
learning to paint requires a large dataset of painter-recorded
actions (spraying location, distance to the surface, duration
and pressure, nozzle orientation relative to the surface)



combined with their respective outcomes on the sprayed
surface. Such data are expensive and time consuming both
to set up and to generate, even if carried out in virtual reality
simulators. The quality and generalization of the results are
also directly impacted by the quality of the data.

An alternative problem formulation relies on a generative
model with a simulator that executes a latent set of com-
mands to generate an image. The machine learning task is
then to invert the simulation process: given an image, find the
underlying commands that the simulator executed. However,
with simulators being non-differentiable, training such a
generative model is challenging. Reinforcement learning is
highly costly to train, and must be retrained for different
black-box simulators. Gradient estimation techniques such
as [27] are only approximative and suffer from high vari-
ance [28], [29]. This paper proposes a different strategy
based on autoencoders [30], [31], [32]. The bottleneck of the
autoencoder has the interpretation of the command space,
and a carefully designed decoder plays the role of the
simulator. The encoder infers a set of painting commands
given a target paint texture layer. As detailed in the next
section, this architecture is fully differentiable and works
well with limited amounts of texture images serving as
training data.

C. Differentiable Simulator

As follows, we describe how we can design a differentiable
simulator that mimics the behavior of the robotic system
under consideration. A spray painting simulator essentially
creates Gaussian paint patterns with magnitude proportional
to the duration of spray, and covariance matrices dictated
by the orientation of the nozzle. We consider a finite
set of N spray patterns that the paint system can create.
Each such pattern corresponds to a Gaussian with a two-
dimensional covariance structure corresponding to a certain
nozzle orientation and distance relative to the painted surface.
We furthermore discretize the space of possible spraying
locations to a grid G. The learning problem then amounts to
estimating which of the N spraying patterns are to be applied
at which locations in order to reconstruct a given image,
and with what magnitudes. Simulating the spray painting,
under the constraint of only using the N spray patterns,
can now be written as a finite sum of convolutions. Each
location in G holds an activation (impulse) for each of
the N spray patterns; these impulses are constrained to the
interval [0, 1]. If a spray pattern is not to be applied at the
given location, its corresponding impulse is 0, otherwise, the
impulse magnitude determines that of the spray. That is, the
image becomes a mixture of Gaussians with pre-specified
covariance structures.

The fact that the simulator assumes the form of convo-
lutions with pre-specified kernels allows us to propagate
gradients through the autoencoder and train it end to end.
We use a fully convolutional neural network (CNN) archi-
tecture [33]. The implementation details are all grouped in
Section IV. The CNN acts as an autoencoder, mapping the
input image through a bottleneck layer to an output image.

The decoder of the CNN emulates the spray paint simulator
(Fig. 2) as explained above; its parameters are fixed and not
learnable (the N spray patterns). The last convolution tensor
is thus made up of N matrices, each holding a discretized
two-variate Gaussian. The previous layer’s outputs are the
impulses or commands that drive the spray painting.

The discretization we make is two-fold. First, we discretize
the possible spraying locations of the painting robot to
restrict them to the grid G. This discretization is not costly, as
the resolution of G can be as high as the input image. Second,
we discretize the space of possible spray patterns. This
discretization restricts the capabilities of the spraying system.
However, it is readily possible to increase the sampling
resolution by increasing N with no other changes needed, to
leverage the full capabilities of the system. In practice, we
try to restrict N to being as small as possible while obtaining
acceptable performance. This speeds up the paint process as
the robot does not need to repetitively re-orient its nozzle.

D. Controlling Commands

During the painting process, the robot moves over every
location in the grid G holding a non-zero impulse and applies
the corresponding spray pattern. Therefore, the path traversed
and the spray time required by the robot naturally increase
with the number of non-zero impulses.

We define unit spray patterns, each being a magnitude-
scaled version of the corresponding Gaussian spray pattern,
such that they correspond to the maximum duration t we
allow for spraying a certain location. A zero impulse indi-
cates the absence of spray, an impulse of 1 indicates the unit
spray of duration t, and all values v in between are sprays
with duration v · t. A linear relation between ink thickness
and time is assumed [2]. Time spent at a certain location
can be translated to robot speed (Fig. 12 in [3]) or nozzle
airflow around that location [10]. To minimize the overall
duration of the spray operation, we regularize the tensor of
spray commands (Section III-E). A further reduction in the
number of commands is carried out by changing the grid
resolution. Instead of assigning a command to every entry
in G, we effectively downsample the grid, setting to 0 a
percentage of the commands. For instance, a downsampling
by 2 causes 75% of commands to be set to 0.

E. Regularization

Learning a set of commands for spray painting a target
image is an ill-posed problem when the model is assumed
to be a two-variate Gaussian. Within a certain error mar-
gin, multiple different combinations of space-shifted and
magnitude-scaled Gaussians can lead to the same image.
This makes the inverse problem of learning the spraying
command locations and choices of spray patterns ill-posed.
To reduce the negative effect of the ill-posed setup to
the learning process, we assign different weights to the
regularization of the different spray patterns. By adding a
pattern-dependent weight to the command regularization, we
break the equivalence between the different combinations
that lead to a roughly similar output. This strategy can also
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Fig. 2. Architecture of the constrained autoencoder convolutional neural network. The encoder is made up of a wide ResNet architecture containing a
sequence of res-blocks [34]. The blocks are constituted of 2D convolutions and ReLU [35] activation layers with skip connections. The output is then
passed through an affine mapping to shift the distribution of activation values similar to a batch normalization [36]. This affine mapping allows for a varied
output in the range [0, 1] after passing through the sigmoid activation [37]. The average pooling followed by upsampling with zero filling is only used
when sparsity is to be imposed. The decoder scales the spray pattern magnitudes and applies our version of a spray simulator. The largest magnitude can
be mapped in the physical world to the longest spray duration before droplets are formed.

allow us, for instance, to add more regularization weight to
small spray patterns, thus encouraging the use of large ones.
Another type of regularization we leverage is total variation
(TV) [38], [39], regularization on commands to favor smooth
changes [40]. Having smoothly-varying spray intensity is
important for energy efficiency and execution practicality.

IV. IMPLEMENTATION

A. Neural Network Architecture

The CNN architecture we implement is fully convolu-
tional. It is an autoencoder network with a constrained
decoder. The constraint is that the decoder emulates a spray
paint simulator that is reproducible by the given mobile
robotic system. The autoencoder CNN follows the residual
networks approach [41] but with a shallow and wide archi-
tecture [42] portrayed in Fig 2. In total, 51 k parameters
are trainable in the network. The encoder outputs are the
spraying commands since the decoder is forced to be a non-
trainable layer that emulates spray painting.

B. Implementation Details

Dataset: We use a dataset of rockface images, with 894
images used for training and 141 used for testing. Training
and testing sets are mutually exclusive. The image resolu-
tions are either 1024 × 683 or 512 × 768 pixels, and are
all normalized to the same mean intensity of 10. We take
the luminance of every image as the guiding map for target
ink thickness. Color intensity and ink thickness are not fully
linearly related due to saturation. When a set of inks is
available, a more accurate mapping can be created from
color to ink thickness layers, as described in the color mixing
literature. This mapping is outside the scope of this paper. We
thus aim to solve the problem of painting a single-ink layer
of texture which we choose to be the image luminance. The
images are divided into 85×85 patches that are created with
50% overlap between each other as an image is traversed,
and a batch size of 32 is used in the training process. The
full test images can be fed-forward into the network, given

large enough GPUs, as the network architecture is fully
convolutional by design.

Code: The CNN and all functions used in this project are
in Python 3.6.5, with Keras [43] for the CNN architecture,
using tensorflow as backend [44]. We use CUDA 9.0.176,
cuDNN 7.2 [45] and a GTX 1080 Ti GPU for training
our CNN. We use the Adam optimizer [46] with a starting
learning rate of 1×10−3 (default β, ε). Results shown in this
paper are obtained with networks trained for only 10 epochs,
unless stated otherwise. As over-fitting is not witnessed in
our setup, we do not use any dropout or weight decay
during the training. The loss function we use is a weighted
sum between reconstruction mean-squared error (MSE), a
weighted `2 regularizer across different spray command
maps, and spatial TV regularization on the command maps.

Running times: A single epoch on our entire dataset of
345, 216 patches trains in approximately 850 s. So a single
network is trained in less than two and a half hours for the
10 epochs and full training dataset. The feed-forward time
is of 7ms per patch and 3 s per test image on average.

V. EXPERIMENTAL RESULTS

The proposed approach is evaluated on the test dataset as
described in Section IV. Aside from obtaining acceptable
reconstruction quality, physical feasibility is an important
criteria. For the commands to be more easily executed by the
robotic system, we study both smoothly-varying commands
and sparse commands. Commands that vary smoothly are
more energy-efficient to execute as the robot’s state changes
gradually over time. Command sparsity, on the other hand,
shortens the path to be traversed by reducing the points that
need to be covered. All experiments are conducted using a
set of three spray patterns: one symmetric Gaussian, and two
ellipses skewed in the vertical and horizontal directions. The
Gaussians have a variance of 3 pixels for the symmetric one,
and variances of 2 and 4 in each direction for the ellipses. We
also test with different diameter scales of spray patterns. A
spray scale of value [1, 3, 5] means the spray variances were
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Fig. 3. Average test results with spray scale 1, evaluated with MSE and
SSIM. The training is carried out with different losses: TV1 for a training
loss with a vertical TV component, and TV2 for a training loss with a 2D
TV component. Every data point is a separately-trained network. The trade-
off between quality (a) and smoothness (b) is clear. Note that one-directional
smoothness can be controlled through the training loss weight.

all multiplied by the corresponding value before the train-
ing. The smallest and largest scales correspond to physical
spray patterns with roughly 10.4 cm and 23.2 cm diameters
respectively, measured at three standard deviations.

Different reconstruction results and the corresponding
commands are shown in Fig. 5. Reconstruction quality
generally decreases with increasing smoothness or increasing
sparsity. These trade-offs and quantitative assessments are
presented in the following two sections.

A. Command Smoothness Trade-off

This section analyzes the trade-off between image recon-
struction quality and command smoothness. The experiments
are conducted for a set of different total variation regular-
ization weights. The weights correspond to the weight of
the total variation term in the training loss function. The
total variation loss term for the network training is computed
either vertically (TV1) or in two directions (TV2) and results
are shown for each of these two training losses, and for every
chosen weight. The Structural SIMilarity (SSIM) index [47]
is often used in super-resolution assessment for the conser-

vation of structural content rather than just pixel error [48],
[49] and is used in assessing images when photo-realism is
desirable [50]. As the network optimizes for MSE, we also
show SSIM evaluation as an additional metric unknown to
the network.

The trade-off is clear; as the variation in commands
decreases with increasing regularization weight (Fig. 3 b), the
reconstruction quality decreases (Fig. 3 a). The total variation
in commands in Fig. 3 b is computed vertically, horizontally
and an average of the two (for both TV1 and TV2 loss
networks). When the training loss includes a two-directional
TV term, the command results are smoother horizontally
than vertically. This is due to the nature of our dataset
composed of rock textures with many horizontal lines. We
can control the variation in the direction that we want to
traverse (Section V-C). As Fig. 3 b shows, we can make
the commands smoother vertically by using only the vertical
TV in the training loss (TV1). With small weights up to e−2,
the variation is largest for both trained networks vertically.
But starting from a weight of 1, the variation distribution
flips and becomes smaller vertically than horizontally for the
network trained to minimize vertical variation (TV1). The
horizontal variation is not affected by the vertical variation
loss before a weight of e2, beyond which, the command
values converge to the average vertical value, which does not
vary a lot from column to column, thus indirectly imposing
horizontal smoothness. The one-directional smoothness is
useful for the physical execution detailed in Section V-C. For
instance, the quadrotor [1] can move more easily in straight
lines vertically than horizontally, thus the need for vertically-
directed smoothness. This is because it is equipped with the
spray nozzle, and moving horizontally requires a movement
in the body of the quadrotor that needs more compensation
for the attached nozzle. This issue is less severe for vertical
displacement. We however obtain similar effects when the
smoothness is imposed horizontally.

B. Command Sparsity Trade-off

We also analyze the effect of sparsity in commands on
the reconstruction quality. Fig. 4 shows MSE and SSIM
results for different spray scales as a function of sparsity.
Sparsity is defined by S, such that only one out of every
S2 commands is allowed to be non-zero. The reconstruction
quality deteriorates quickly as sparsity increases for the small
spray patterns (scale 1). This behavior is expected as it gets
hard to spread the ink across the entire surface with a small
spray pattern and high sparsity in commands. The problem is
less severe with larger sprays. It is thus favorable to use larger
patterns when we impose increasingly sparse commands.

C. Execution Time

The scale and resolution of the images in our dataset
have roughly a 1 px to 1 cm correspondence. An image of
width 1000 px corresponds to a 10m spray surface width.
The quadrotor [1] can reach speeds of 2m/s but normally
operates at only 30 cm/s when spray painting. The spray
nozzle is mechanically controlled with a time resolution of



1.0 1.5 2.0 2.5 3.0 3.5 4.0

Sparsity degree S

0.6

0.8

1.0

1.2

1.4

1.6
M

S
E

MSE scale 1

MSE scale 3

MSE scale 5

0.50

0.55

0.60

0.65

0.70

0.75

0.80

0.85

S
S
IM

SSIM scale 1

SSIM scale 3

SSIM scale 5

Fig. 4. Average reconstruction results as a function of increasing sparsity
S for different spray pattern diameter scales. Only one out of every S2

commands is non-zero.

12ms and can thus easily change its spray flow at a spacial
resolution of 1 cm when the quadrotor is moving at 30 cm/s.

Giving a command at every pixel in the image corresponds
to an updated paint thickness every 1 cm. Traversing the
surface vertically takes the quadrotor 20 s, with an added
estimate of 2 s for stopping and positioning at the next
column. Therefore, conducting the painting of a 1000× 600
pixels (width × height) image on a 60m2 area with a
command for every pixel (i.e. every cm) requires (20 +
2) ∗ 1000 ∗ 3/3600 = 18.33 h if we traverse every single
column. The factor of 3 is because we are using three
different spray patterns to create the image. They can be
created by rotating the nozzle at every location, or by simply
traversing the surface an extra time with an adjusted nozzle
orientation. We focus on creating commands that are sparse
horizontally to reduce the number of vertical traversals the
quadrotor needs to carry out. Execution would be faster with
horizontal traversals because the image is wide and there
is a repositioning overhead. However, the nozzle-equipped
quadrotor carries out vertical traversals in straighter lines
than horizontally due to the needed compensation to account
for the attached nozzle when tilting the quadrotor’s body.

Based on the trade-off analysis, we choose to train a ver-
sion of our network with a TV weight of 1 in both directions.
We use the spray patterns of scale 5 and only allow one out
of every 6 rows to be non-zero. Two reconstructed images
with this setup are given in Fig. 1. Image (a) maps to 60m2

of painted surface and can be sprayed in about 3.05 h (6x
speed-up) by the quadrotor, that is 3.05min/m2 compared
with 70.1min/m2 for the only other automated approach [3].
Average MSE over the test set is 1.32, average SSIM 0.58,
and vertical TV 0.06, after 75 training epochs. We also
evaluate our solution on the Pandora saliency dataset [51],
while training only on the rockface dataset and obtain an
MSE of 2.44 and SSIM of 0.62. SSIM is even slightly better
than on the rockface dataset, showing the generalization of
our solution. MSE is however worse, which is expected
due to the details present in the paintings. One of these
reconstruction results is illustrated in the submission video.

(a) No TV loss in training (b) Command map for (a)

(c) TV training weight 10 (d) Command map for (c)

(e) TV training weight 200 (f) Command map for (e)

Fig. 5. Spray simulated results on the left, and the corresponding command
maps (for one of the Gaussians) on the right. Results are obtained with
TV2 loss networks trained for only 10 epochs. The image is cropped from
Fig. 1 a. Command smoothness increases with little change in reconstruction
quality, but with excessively smooth commands, the results begin to degrade.
For TV1 loss networks, commands are smoother in the chosen direction
and with very large TV1 regularization weights the reconstruction begins
to show small line artifacts.

VI. DISCUSSION

The approach proposed in this paper can also be applied to
image inverse problems such as deblurring, deconvolution, or
dehazing [52], as long as their simulation is integrated in the
decoder. The main advantage of the approach is that it does
not require an application-specific dataset. Furthermore, our
autoencoder can be used for domain adaptation [53], [54].
The autoencoder acts as a style transfer operator [55], with
a difference from earlier work that the system is generating
not an image in a spray-painted style, but from specific spray
commands based on the given patterns and regularization.

VII. CONCLUSION

This paper presented a method for inferring spray paint
commands to paint a desired texture, specified as an input
image. Our approach does not require training data beyond
an easy-to-obtain unlabelled texture image dataset, and is
generalizable to any paint application method. Only a one-
time training is required for a new robotic painting system,
and painting commands can then be inferred for any image
with no further processing. We demonstrated the trade-
off between image reconstruction quality and the ease of
physical execution such that, for a specified quality of the
painted appearance, an energy- or time-efficient painting
mission can be executed.
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[52] Majed El Helou, Frederike Dümbgen, Radhakrishna Achanta, and
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